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A) To maximize the signal acquired we must use big time constants (𝑻𝑭 ≫ 𝑻𝑷) and close the switch only for 𝑻𝑷, the 

difference between the ratemeter and the boxcar integrator is that in the ratemeter the output decreases 

exponentially also when the switch is closed, so, if we wish to achieve the maximum SNR we must sample the 

output at the end of 𝑻𝑷. 

Given the assumptions made before, we can approximate both the weight function as a series of rectangles 

slowly decaying (with different time constants depending on the ratemeter or the boxcar integrator), that means 

we can use both the filters to implement a Gated Integrator. 

The minimum amplitudes measurable for both filters (considered as Gated Integrator) is: 

𝑽𝒎𝒊𝒏 = √
𝑺𝑽

𝟐𝑻𝑷
≅ 𝟐. 𝟐𝟒 𝝁𝑽 

Given the pulse is rectangular, a GI we implement an optimum filter (or, at least a very good approximation). 

 

B) If we introduce a Flicker noise the assumptions made before to implement the optimum filter are no longer 

valid, we need to apply a whitening filter and the find the new matched filter. 

𝑩𝟐

𝒇𝒏𝒄
𝟐

= 𝑺𝑽 → 𝒇𝒏𝒄 =
𝑩

√𝑺𝑽

≅ 𝟏𝟔𝟎 𝑲𝑯𝒛 

To whiten the noise, we need to cancel the pole in zero and the zero in 𝒇𝒏𝒄, to achieve this, we can use a high-

pass CR network with a time constant 𝑻𝒏𝒄 =
𝟏

𝟐𝝅𝒇𝒏𝒄
≅ 𝟏 𝝁𝒔. 

Using this filter, we can whiten the noise, but the filter affects the signal, it turns the rectangular shape in a 

positive exponential decay followed by a negative exponential decay after 𝑻𝑷: 

𝒙(𝒕) = 𝑽𝑷 [𝒖(𝒕)𝒆
− 

𝒕
𝑻𝒏𝒄 − 𝒖(𝒕 − 𝑻𝑷)𝒆

− 
𝒕−𝑻𝑷
𝑻𝒏𝒄 ] 

The matched filter is the filter that implements a weight function with the same shape of the signal, in that case, 

we get an optimum SNR squared of: 

𝑬 = ∫ 𝒙𝟐(𝒕)𝒅𝒕
∞

−∞

≅ 𝑽𝑷
𝟐 ∫ 𝒖(𝒕)𝒆

− 
𝟐𝒕

𝑻𝒏𝒄 + 𝒖(𝒕 − 𝑻𝑷)𝒆
−𝟐 

𝒕−𝑻𝑷
𝑻𝒏𝒄 𝒅𝒕

∞

−∞

= 𝟐𝑽𝑷
𝟐 ∫ 𝒆

− 
𝟐𝒕

𝑻𝒏𝒄𝒅𝒕
∞

𝟎

= 𝑽𝑷
𝟐 𝑻𝒏𝒄 

𝑺𝑵𝑹𝒐𝒑𝒕 =
√𝑬

√𝑺𝑽
𝟐

≅ 𝑽𝑷√
𝟐𝑻𝒏𝒄

𝑺𝑽
→ 𝑽𝒎𝒊𝒏 = √

𝑺𝑽

𝟐𝑻𝒏𝒄
≅ 𝟕. 𝟎𝟗 𝝁𝑽 

Considering the filters discussed at point A we have an output signal equals to: 

𝒚 = ∫ 𝒙(𝒕)𝐫𝐞𝐜𝐭𝐓𝐆
(𝒕 −

𝑻𝑮

𝟐
) 𝒅𝒕

∞

−∞

= 𝑽𝑷 ∫ 𝑽𝑷𝒆
− 

𝒕
𝑻𝒏𝒄𝒅𝒕

𝑻𝑮

𝟎

= 𝑽𝑷𝑻𝒏𝒄 (𝟏 − 𝒆
− 

𝑻𝑮
𝑻𝒏𝒄) → 𝑺𝑵𝑹 =

𝑽𝑷𝑻𝒏𝒄 (𝟏 − 𝒆
−

𝑻𝑮
𝑻𝒏𝒄)

√𝑺𝑽
𝟐 𝑻𝑮

 

Using 𝑻𝑮 = 𝑻𝑷 and a unitary gain, we obtain: 

𝑽𝑷,𝒎𝒊𝒏 =
𝟏

𝟏 − 𝒆−𝟏𝟎 √
𝑺𝑽𝑻𝑷

𝟐𝑻𝒏𝒄
𝟐

≅ 𝟐𝟐. 𝟒𝟖 𝝁𝑽 

If we use the optimal value of 𝑻𝑮 = 𝟏. 𝟐𝟓 ∙ 𝑻𝒏𝒄 and the same unitary gain, we obtain: 

𝑽𝑷,𝒎𝒊𝒏 =
𝟏

𝟏 − 𝒆− 
𝟓
𝟒

√
𝟓

𝟖

𝑺𝑽

𝑻𝒏𝒄
≅ 𝟏𝟏. 𝟏𝟏 𝝁𝑽 

We can choose to use two integration windows with a 𝑻𝑮 = 𝟏. 𝟐𝟓 ∙ 𝑻𝒏𝒄, and then subtract the latter from the 

former, in this case we obtain an improvement of a factor √𝟐 with respects to the single GI above: 

𝑽𝑷,𝒎𝒊𝒏 =
𝟏

𝟏 − 𝒆− 
𝟓
𝟒

√
𝟓

𝟏𝟔

𝑺𝑽

𝑻𝒏𝒄
≅ 𝟕. 𝟖𝟔 𝝁𝑽 
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C) Using the information about the repetition of the signal, we can improve the SNR by acquiring multiple replicas of 

the same signal, considering that the signal varies with 𝑻𝑹 ≅ 𝟏 𝒔, the weight function must be zero after 𝑻𝑹. 

Considering the ratemeter and a sampling frequency 𝒇𝒔 = 𝒓𝒓 =
𝟏

𝑻𝒔
, we can choose a time constant of the filter 

𝑻𝑭 = 𝑹𝑪 much bigger than the signal duration 𝑻𝑷 (to use the GI model), but smaller than 𝑻𝑹, given the 

exponential decay of the weight function we choose 𝑻𝑭 = 𝟐𝟎𝟎 𝒎𝒔, (in 𝟓𝝉 the exponential goes to zero): 

𝑻𝑭 =
𝑻𝑹

𝟓
≅ 𝟐𝟎𝟎 𝒎𝒔 

The improvement factor from multiple samples is proportional to the square root of the number of samples 

(proportional to the ratio of the duration of the weighting and the duration of each sample): 

𝑰𝑭 = √𝟐𝑵 = √𝟐𝑻𝑭𝒇𝒔 = 𝟐𝟎 → 𝑽𝑷,𝒎𝒊𝒏 =
𝑽𝑷,𝒎𝒊𝒏,𝟎

𝑰𝑭
≅ 𝟏𝟏𝟐 𝒏𝑽 

The same process can be applied for the boxcar integrator, in that case the weight function decays only when 

the switch is closed, so considering a switch closed for a period 𝑻𝑷 each 𝑻𝑮 we can choose 𝑻𝑩 as: 

𝑻𝑩 =
𝑻𝑹

𝟓

𝑻𝑷

𝑻𝑮
≅ 𝟐𝒎𝒔 

The improvement factor from multiple samples is proportional to the square root of the number of samples, 

(proportional to the ratio of the duration of the weighting and the duration of each sample): 

𝑰𝑭 = √𝟐𝑵 = √𝟐
𝑻𝑩

𝑻𝑮
= 𝟐𝟎 → 𝑽𝑷,𝒎𝒊𝒏 =

𝑽𝑷,𝒎𝒊𝒏,𝟎

𝑰𝑭
≅ 𝟏𝟏𝟐 𝒏𝑽 

 

D) If the repetition rate 𝒓𝒓 = 𝒇𝒔 of the signal change the SNR of the boxcar integrator remain the same calculated at 

point C (does not depend on the frequency) for the ratemeter we have instead an improvement factor of: 

𝑰𝑭𝒎𝒂𝒙 = √𝟐𝑻𝑭𝒇𝒔 ≅ 𝟐𝟖. 𝟑 

So, an improvement of a factor √𝟐 with respect to the situation before: 

𝑽𝑷,𝒎𝒊𝒏 =
𝑽𝑷,𝒎𝒊𝒏,𝟎

𝑰𝑭
≅ 𝟕𝟗. 𝟐 𝒏𝑽 

 

E) Considering a statistical, Poisson distributed repetition rate 𝒓𝒓 centred around 𝒓𝒓̅̅ ̅ = 𝟏 𝑲𝑯𝒛 we obtain the same 

results that we would have obtained considering a constant repetition rate 𝒓𝒓 = 𝒓𝒓̅̅ ̅ = 𝟏 𝑲𝑯𝒛, obtaining thus 

the same results found at point C. 


